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Abstract

Background: Regulatory bodies such as health care inspectorates can identify potential patient safety problems in health care
providers by analyzing patient complaints. However, it is challenging to analyze the large number of complaints. Text mining
techniques may help identify signals of problems with patient safety at health care providers.

Objective: The aim of this study was to explore whether employing text mining techniques on patient complaint databases can
help identify potential problems with patient safety at health care providers and automatically predict the severity of patient
complaints.

Methods: We performed an exploratory study on the complaints database of the Dutch Health and Youth Care Inspectorate
with more than 22,000 written complaints. Severe complaints are defined as those cases where the inspectorate contact point
experts deemed it worthy of a triage by the inspectorate, or complaints that led to direct action by the inspectorate. We investigated
a range of supervised machine learning techniques to assign a severity label to complaints that can be used to prioritize which
incoming complaints need the most attention. We studied several features based on the complaints’ written content, including
sentiment analysis, to decide which were helpful for severity prediction. Finally, we showcased how we could combine these
severity predictions and automatic keyword analysis on the complaints database and listed health care providers and their
organization-specific complaints to determine the average severity of complaints per organization.

Results: A straightforward text classification approach using a bag-of-words feature representation worked best for the severity
prediction of complaints. We obtained an accuracy of 87%-93% (2658-2990 of 3319 complaints) on the held-out test set and an
F1 score of 45%-51% on the severe complaints. The skewed class distribution led to only reasonable recall (47%-54%) and
precision (44%-49%) scores. The use of sentiment analysis for severity prediction was not helpful. By combining the predicted
severity outcomes with an automatic keyword analysis, we identified several health care providers that could have patient safety
problems.

Conclusions: Text mining techniques for analyzing complaints by civilians can support inspectorates. They can automatically
predict the severity of the complaints, or they can be used for keyword analysis. This can help the inspectorate detect potential
patient safety problems, or support prioritizing follow-up supervision activities by sorting complaints based on the severity per
organization or per sector.

(J Med Internet Res 2021;23(7):e19064) doi: 10.2196/19064
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Introduction

We know since some time that information from patients can
help improve the quality and safety of care [1]. Previous studies
[2-4] using patient and client experiences with health care
providers focused on reviews in which patients describe their
positive and negative experiences. By analyzing patient
complaints, health care providers can detect preventable patient
safety issues with opportunities for improvement [5], enable
organizational learning, and identify poor outcomes [6,7]. We
also know that a small group of health care providers causes a
major part of these complaints [8]. Identifying these providers
with potential safety problems is important to significantly
improve patient safety [9].

Regulatory bodies such as health care inspectorates already use
negative patient experiences to identify health care providers
with patient safety problems. In Australia, health complaints
commissions predict the risks of individual doctors becoming
the subject of repeated patient complaints [10]. In the
Netherlands, the Health and Youth Care Inspectorate uses
repeated negative ratings from patient rating websites as part
of their supervision to predict risks [11,12]. Furthermore, the
Dutch Health and Youth Care Inspectorate started a national
contact point for health care complaints in 2014. All citizens
can file complaints against a health care provider at this national
contact point of the inspectorate over telephone, using an online
web form, or via email. The complaints are categorized and
manually judged based on severity by the inspectorate contact
point. In the majority of the complaints, the contact point can
offer straightforward advice to the patients by referring them a
local complaints officer, patient counselor, or the relevant
external dispute resolution body of the health care provider.
Incoming complaints from the public are only passed on to the
national health care inspectors when the complaints are deemed
to be extremely serious such as major patient safety risks, fraud,
misconduct, and sexual harassment. Approximately 13% of the
complaints are triaged by inspectors [13]. All complaints are
stored in a database, which is a relatively new source of
information for the inspectorate. However, the database
comprehends huge amounts of data and it is challenging to
identify the potential safety problems in this heap of mostly
unstructured information. Text mining can be defined as
“analyzing patterns in text data to extract and discover actionable
knowledge directly useful for task completion or
decision-making, thus providing more direct task support for
users” [14].

As incoming complaints are handled one by one by the contact
point team members, certain providers may have received
several complaints, which on their own are not sufficiently
severe to warrant further inspection. However, a series of
complaints may indicate safety problems. Given the successful
use of machine learning techniques in extracting information
from large quantities of data, the application of these techniques
may be promising for identifying health care providers with
patient safety problems in such complaint databases.

The aim of this study was to explore whether the application of
text mining techniques on the complaints database of the Dutch

Health and Youth Care Inspectorate could help identify health
care providers with patient safety problems that may harm
patients. These problems are especially within the scope of the
Dutch inspectorate. We investigated whether we could support
the inspectorate by using text mining techniques to automatically
predict the severity of the complaints and conducting sentiment
analysis to prioritize visiting health care providers with potential
patient safety problems.

Methods

Data Collection and Preparation
Since 2014, the Dutch health care system has a national contact
point for complaints about care designated by the Dutch Health
and Youth Care Inspectorate. All the incoming complaints are
registered in a specific database with structured information
formats. Each entry contains several fields such as the personal
details of the person filing the complaint and the targeted health
care provider. In this study, we focused on the request fields,
providing descriptions of the complaints filed by the citizens.
Other fields are also manually added by the contact point
members such as category labels, sector labels, priority labels,
reporting dates, whether the complaints are sent to an inspector
for triage, and action fields listing the actions taken by the
inspectorate. In total, the database contains 22,509 complaints
for the time period between 2014 and 2017. Complaints arrive
at the inspectorate contact point via different media. Telephone
calls are transcribed by a contact point team member as a written
summary of the verbal complaint, whereas web forms are linked
directly to the database fields. Email content is usually added
to the request field, which may also include notes from possible
follow-up contacts. Letters, constituting the minority media,
are scanned to a digital format and a brief summary is added
by the contact point team in the “short description” field. In
2017, two-thirds of the complaints were filed over telephone
and a quarter using online web forms.

As the complaint data are highly sensitive, during our research,
the data remained on a secure server of the inspectorate that
was not connected to the Internet and could only be accessed
via secure login. Therefore, we had to bring the text mining
software to the data. We designed a ready-made research
environment for the text mining experiments [15] in the form
of a virtual machine that was then installed on the local secure
server.

We extracted the complaints from the inspectorate’s database
and attempted to remove all mentions of personal information
such as telephone numbers, addresses, and names from the
free-text fields containing the complaint descriptions using
regular expressions. We used the fields with personal
information to detect the names and numbers to remove from
the free-text fields in a preprocessing step. Removing every
name and address reference in a text automatically is practically
infeasible [16], but most personal information was removed.
The motivation for removing person names from the text was
for privacy reasons and obtaining clean data for text mining.
The removed unique names and numbers are uninformative
attributes in the text mining process. As the data were always
kept on the secure inspectorate server, privacy was already
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guaranteed. The study was assessed and approved by the
Research Ethics Committee of the Radboud University Medical
Center in the Netherlands. The ethics committee waived the
request to approve the study, as it did not fall under the Medical
Research Involving Human Subjects Act in the Netherlands
(number 2020-7024).

Severity Prediction
Some complaints are more severe than others and the concept
of severity can be viewed as a sliding scale. Gillespie and Reader
[17] have also been labeling severity in health care complaints.
Their Healthcare Complaints Analysis Tool (HCAT) is a
well-validated instrument for manual labeling of complaint
severity. It is a taxonomy and coding scheme for manual
annotation of health care complaints. Each complaint is analyzed
based on seven problem categories (such as quality
communication and safety), and the level of severity (low,
medium, and high) is assessed. In this HCAT coding scheme,
the problem severity is coded separately from the health care
outcomes (harm). The HCAT tool is intended for complaint
labeling by human experts. However, we practically
conceptualized severity as a supervised machine learning task,
namely learning predict the severity of unseen complaints from
the manual judgments on the severity of complaints. As
mentioned in the introduction, the majority of the complaints
are handled by the contact point members by offering advice
or by redirecting them to local complaint committees or
counselors. Only potential major patient safety risks are
redirected to the national health care inspectors. We investigated
two variants of the manually assigned labels in the Dutch
complaints database that can be considered indicators of
severity. First, every complaint that was sent from the contact
point to an inspector for triage (Triage) was considered severe.
Second, using a more restrictive option, we only considered
complaints to be severe when the inspectorate decided to take
action (such as investigating the health care provider) based on
the complaint (Decision). Approximately 13% percent of all
the complaints were sent to the inspectorate for triage, and
approximately 6% were further investigated after the triage. We
experimented with these two indicators to determine whether
we could automatically learn to predict severity based on the
written content of the complaints with a supervised machine
learning approach.

Information Representation
An obvious use of automatic severity prediction is that such an
automatic technique can be applied to the incoming digital
complaints to rank them based on the predicted severity so that
the contact point members can prioritize the most severe
complaints. For incoming complaints, only the request field
(description of the complaints filed by the citizens) is known,
and we used that field as the main information source of the
complaint description. We represented the information from
the request field in five ways:

Bag-of-Words Representation
The simplest representation of the text in the request field is to
create a bag-of-words representation that contains a list of
n-grams (a sequence of n neighboring words). The value of n

was varied from 1 (single word) to a maximum length of 3. We
restricted the list of n-grams to only those n-grams that occur
in at least 5 complaints. We experimented with two different
weighting schemes (termed frequency–inverse document
frequency weighting and log scaling) to determine the
importance of the n-grams. We also varied the list size of the
top selected most informative words.

Specified Keywords
Instead of a bag of words, one can also focus on a subset of
keywords that are expected to be informative. We filtered words
in the complaints by mapping them to the Linguistic Inquiry
and Word Count (LIWC) dictionary designed for
psycholinguistic research [18]. This is accomplished by
extracting keywords from the text and grouping them into
categories. Each of these categories corresponds to a particular
concept. This can include grammatical concepts (whether a
word is a pronoun, verb, noun, etc) as well as concepts such as
emotional states, motivations, intentions, and thought processes
[19]. The version used here was a Dutch version developed by
Zijlstra et al [20] that has been independently verified. Mapping
the keywords resulted in a total of 64 features per text. This
Dutch version provides the full specifications of the features.

Word Embeddings
Word embeddings are a technique to represent word semantics
on a high level (distributional semantics). It is based on the
observation that words occurring in the same context [21] have
similar meanings and this is captured at an abstract level by
word embeddings. We applied Word2Vec (Google) [22] to
implement word embeddings and mapped the vocabulary to a
semantic space with 300 dimensions.

Document Attributes
Besides the content words in the documents, other document
characteristics can also be automatically measured, namely
sentence complexity, relational coherence in the text, and writing
style indicators such as usage of action verbs and pronouns.
Such textual characteristics could indicate emotions and writing
styles may contain useful information that may indicate severity
regardless of the actual content words in the text. We explored
these feature types and used a list of 250 different document
characteristics such as probability features including word,
n-gram, and lemma frequencies; complexity features including
sentence, word, and noun phrase lengths; and a wide range of
other features. We computed these features with T-scan [23], a
tool that was designed to predict the readability of a document.

Average Sentiment
We also used automatic sentiment analysis for feature
representation, as we expected that severe complaints could
contain more negative emotions.

Sentiment analysis is generally conducted in two ways; the first
is to use a subjectivity lexicon that has annotated entries for
various words, whereas the second involves classifying the
documents for positive or negative sentiments using machine
learning techniques. We applied the first technique and used a
subjectivity lexicon for Dutch adjectives [24] to estimate the

J Med Internet Res 2021 | vol. 23 | iss. 7 | e19064 | p. 3https://www.jmir.org/2021/7/e19064
(page number not for citation purposes)

Hendrickx et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://www.w3.org/Style/XSL
http://www.renderx.com/


overall sentiment value per complaint based on the text
description in the request field.

Machine Learning Techniques
Given the exploratory nature of our work, we could not
determine a priori which machine learning algorithm would
perform the best on the data set. As is well known in the field
of machine learning, and eloquently worded in the “No Free
Lunch” theorem [25], there is not one machine learning
algorithm that always provides the best solution. Therefore, we
conducted experimental tests on the following algorithms to
investigate which one was suitable for this particular task:
multinomial naive Bayes, support vector machine (SVM),
k-nearest neighbor (k-nn), and extreme gradient decision tree.
We used the majority class baseline as the reference.

Parameters, Evaluation Metrics, and Experimental
Setup
To estimate the performance of the classifier, we trained a model
on one part of the data set and evaluated the performance on a
held-out sample. We used the complaints filed in the first 6
months of 2017 as the testing material and used all other
complaints as the training material.

We conducted experiments to optimize the parameter settings
for each of the machine learning algorithms. We performed a
10-fold cross-validation/grid search on the training set to find
the optimal combination of features, algorithms, and algorithmic
parameter settings. The best classifier was then applied to the
test set.

Note that the complaint data set had a skewed class balance, as
only 6% of the complaints were labeled “severe” when using
the strict “Decision” (The inspectorate took action on the basis
of the complaint) label. Machine learning techniques are known
to be sensitive to such class imbalances [26].

As the evaluation metrics to estimate the performance of the
classifier, we computed recall, precision, and their harmonized
mean, the F1 score [27], for the severity class label. This implies
that we only focused on how well we performed on the minority
class label “severe.” We computed how many of the complaints
that were actually labeled severe were also predicted by the
system as “severe” (recall) and how many of the severity
predictions were also actually labeled by humans as “severe”
(precision).

As a second measure, we also computed the area under the
curve-receiver operating characteristics (AUC-ROC) scores
that show the balance between the true positive (TP) rate versus
the false positive (FP) rate. This score also considers the
predictions on the “not severe” class label.

Classifier Optimization
Each classifier was optimized by 10-fold cross-validation
experiments on the training set. We experimented with each of
the 5 different feature groups (bag of words, keywords, word
embeddings, document attributes, and sentiment) individually,
and each of the textual representations combined with the
sentiment analysis features to investigate whether the sentiment
features were predicted for severity. Lastly, we conducted an

experiment combining all the feature representations. We ran
grid search optimization experiments to find a suitable
algorithmic parameter setting for each machine learning
algorithm. We optimized the F1 score of the positive class
because we were interested in a classifier that could predict the
severity label.

These tuning experiments on the training set determined which
classifier and which features worked best for predicting the
severity of the complaints. The optimization experiments
showed that the k-nn algorithm did not perform very well in
this task with F1 scores of 24.5 (Triage) and 10.1 (Decision)
and that the naive Bayes obtained the best results with F1 scores
of 46.9 (Triage) and 32.1 (Decision).

The sentiment features did not contribute to better performance
and were not helpful for severity prediction. The textual
representation with the best result was the bag-of-words
representation; it scored better than any of the other individual
features and was also better than the combined feature
representation. The classifier that performed the best on the
training set (naive Bayes with the bag-of-words representation)
was applied to the held-out test set. More details on the
optimization experiments can be found in the supplement.

Identifying Health Care Providers With Patient Safety
Problems
We explored automatic methods to predict the severity of a
complaint not only so that the Health and Youth Care
Inspectorate can prioritize the most urgent complaints but also
to open up possibilities for using automatic techniques that can
look for patterns in the current complaints database to spot cases
with elevated risk levels. As all complaints are handled using
a one-by-one strategy, methods that explore the entire database
can provide new insights into the data.

We also showcased how these severity predictions could be
combined with keyword patterns to quickly provide insights
for the inspectorate on how to extract safety problem indicators
per health care provider based on the database with complaints
from several years. We performed an exploratory analysis for
every health care provider for which at least 10 complaints were
registered in the database and used the severity predictions to
rank these organizations based on their level of urgency for
further inspection. The content of these grouped complaints
was represented as n-grams with the most typical words and
phrases so that the inspectors could identify the topics at a
glance. These most descriptive n-grams per health care provider
were identified using a statistical metric, log likelihood, which
compares the scores of the specific terms related to health care
providers with those in the entire complaints database.

Results

Severity Prediction
Table 1 shows the F1 values and harmonic means of precision
and recall computed for the “severe” class on the held-out test
set. This is a strict measurement, as we have a skewed class
distribution, and the obtained F1 scores are in line with the
expectations for such skewed classes. The ROC-AUC scores
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of 0.7 (Triage) and 0.8 (Decision) clearly indicate that the
classifier performs well above chance level (random predictions
lead to an AUC score of 0.5). Accuracy includes the correct
predictions of the “not severe” cases, and therefore, the classifier
attains high accuracy in both the labeling tasks. We can observe

a slightly better score on the Triage label than the Decision
label. The class distribution between severe and not severe is
skewed, as only 6% of the complaints in the test set were labeled
severe based on the Decision labels and 13% based on the Triage
labels.

Table 1. Best results obtained by the naive Bayes on the test set.

AUC-ROCa scoreRecallPrecisionF1AccuracyLabel

0.7253.748.851.186.9Triage

0.8146.843.645.293.0Decision

aAUC-ROC: area under the curve-receiver operating characteristics.

We present the confusion matrices in Table 2. Recall reflects
the TP and false negative (FN), whereas precision focuses on
the TP and FP. Most of the complaints are correctly labeled
“not severe,” namely true negative (TN), which leads to the
highly accurate scores shown in Table 1 and is also reflected in
the AUC-ROC scores that consider the TN, as it reflects the TP
rate against the FP rate. The skewed class distribution leads to

only reasonable F1, recall, and precision scores. This is evident
when observing the TP, FP, and FN values in this table. Our
model overpredicts the “severe” class by mislabeling the ‘not
severe’ complaints (FP) and overpredicts the “not severe” label
for severe complaints (FN), leading to only a reasonable overall
performance.

Table 2. Confusion matrices from which the scores in were computed.

DecisionTriageCell value

12429902382658FPbTNa

96109227196TPdFNc

aTN: true negative.
bFP: false positive.
cFN: false negative.
dTP: true positive.

Identifying Healthcare Providers With Patient Safety
Problems
Table 3 shows the top selection of (anonymous) organizations
for which multiple complaints were registered in the database.
We sorted these health care providers based on their average
severity score, the last column in Table 3. This was computed
by dividing the number of predicted severity labels (shown in

the column “Severity prediction”) by the number of complaints
(the second column). Note that the third and fourth columns,
“Triage” and “Decision,” represent the number of complaints
that were actually triaged or inspected by the inspectors. The
first row of Table 3 shows that health care provider 1 received
11 complaints of which 3 were triaged, and in 2 of these 3 cases,
the inspectorate took action to place the health care provider
under inspection.

Table 3. Number of complaints and severity per organization.

Average severityAverage decisionAverage triageSeverity

prediction

DecisionTriageNumber of
complaints

Health care
provider

81.818.227.3923111

70.020.030.0723102

63.60.00.0700113

63.210.521.11224194

62.59.716.745712725

61.57.723.1813136

60.040.040.0644107

60.020.030.0623108

The anonymized version of the 10 most important (translated)
terms that were identified for health care provider 1 indicate

the contents of the complaints concerning perceived patient
mistreatment. The top 10 word n-grams for health care provider
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1 are the following: sister, scolding, safety sister, harrowing,
care sister, quality life, diet, note, neglect, and employee.

Discussion

Our study has explored whether supervised machine learning
techniques can automatically determine the severity of incoming
complaints. Our results showed that severity was best predicted
with a straightforward text classification approach using the
bag-of-words feature representation. We combined the severity
predictions with word n-grams to create an overview of the most
urgent complaints per individual health care provider. An
overview based on the severity of the complaints could help the
inspectorate in prioritizing health care providers with potential
patient safety problems.

The sentiment features were not helpful in predicting the severity
of the complaints. A possible explanation for this is that we are
still far from achieving accurate automatic sentiment predictions
[28] and that the sentiment scores were not sufficiently reliable.
On the other hand, our hypothesis that severe complaints contain
more negative emotions could be at fault as well. This aspect
needs further investigation.

Comparison With Other Studies
Greaves and colleagues [3] showed that text mining techniques
can be used to label online patient reviews of health care
providers as positive or negative, and to extract information
about the opinions on aspects of care quality. Several studies
[4,29,30] use text mining techniques like text classification,
topic modeling, and sentiment detection on online health care
provider reviews to explore which topics are indicative of
perceived health care quality by patients. We focused on labeling
the severity of the complaints, whereas these studies focused
on patient opinions and sentiments using fine-grained doctor
visit–related topics in the online reviews. An interesting path
for future work would be to extend the current severity label to
a more fine-grained severity label that combines severity with
the type of complaint to create an automatic method similar to
that established by Brereton et al [31] who performed a manual
qualitative analysis of negative reviews to identify the most
frequent actionable criticisms in patient reviews of hospices.

Lui et al [32] combined a data-driven topic modeling approach
with expert knowledge to create a topic taxonomy of medical
practitioner reviews. Their analysis of a large data set of reviews
also showed that patients with different diseases focus on other
topics. In our current study, we did not diversify our results for
different sectors, but this would certainly be one of the aspects
to investigate in future work.

Desmet [33] applied machine learning techniques to determine
severity based on written text by labeling severity in social
media posts related to suicidal thoughts. This study represented
severity using three labels (low, intermediate, and high); SVM
and k-nn algorithms were used for classification and a range of
different features such as bag of words, emotion lexicons, and
clustered topical words. The severity of suicidal thoughts in
social media posts was predicted with an F1 score of 43% to
67%.

Our study used machine learning techniques to estimate the
severity of the complaints filed with the inspectorate. The Dutch
Health and Youth Care Inspectorate has already incorporated
patient opinions in its supervision of health care providers. Since
2016, the ratings of Zorgkaart Nederland, the national patient
rating site, are being shown in the information dashboard for
inspectors, which was seen as useful extra information by
inspectors [8]. In the United Kingdom, The Care Quality
Commission has experimented with identifying risks and
prioritizing visits by combining patient feedback from the
National Health Service (NHS) Choices, Patient Opinion,
Facebook, and Twitter to obtain a near real-time collective
judgment score for acute hospitals and trusts on any given date
[34]. This so-called Patient Voice Tracking System was
successful in identifying a high-risk group of organizations for
inspection.

Implications for Practice
Our analysis can help inspectorates evaluate their own severity
categorization. Moreover, the Dutch Health and Youth Care
Inspectorate can use our algorithms to prioritize the incoming
complaints directly based on an automatically predicted severity
label. Furthermore, they can create an overview of all the
complaints about a health care provider using our algorithm
with an automatically predicted severity label. These labels can
be used to identify soft signals [35] and blind spots [17] that
indicate potential safety issues with certain health care providers.
These are cases that on their own do not warrant direct action
but may together indicate systematic problems. Our study
produced some encouraging results, and currently, the
inspectorate is investigating opportunities for using such
algorithms as an assistant tool for the human experts in
evaluating complaints and prioritizing visits.

Using text mining techniques such as n-grams in the set of
provider-specific complaints can support prioritizing follow-up
supervision activities by sorting complaints based on severity
per organization or per sector. Health care inspectorates in most
countries deal with several providers, and they cannot visit all
the providers. Prioritizing visits based on severity prediction
could improve the effectiveness of their supervision.

Predicting the severity of complaints based on algorithms can
also be useful for health care providers themselves. The board
of directors of the providers should be interested in knowing
whether the trends of patient complaints indicate patient safety
problems requiring improvement and thus prevent the
inspectorate from taking action.

Strengths and Weaknesses of This Study
One strength of this study was the collaboration with the
inspectorate, as this provided a different perspective to study
complaints for detecting potential safety risks, whereas most of
the previous works discussed above have focused on text mining
reviews to extract information on patient satisfaction. The
inspectorate also provided the database containing 22,000
complaints spanning 3 years. Another strength was the use of
software-supported natural language processing for Dutch. This
software is part of the open-source software La Machine [36].
This software could be installed on the secure server of the
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inspectorate, which enabled thorough analysis. A major
weakness of our study was the difficult preprocessing phase. It
took months to create a secure machine learning environment
that was able to host our software. For some complaints, it was
difficult to automatically remove all forms of personal
information.

Implications for Further Research
In our study, we used a general LIWC list of words, which can
be replaced by a specific word list created by the inspectorate.
This may improve the results.

We also tried to optimize the F1 score, and the harmonic means
of recall (how many relevant complaints are selected?) and
precision (how many selected complaints are relevant?). For
practical use, it may be more logical to optimize a severity
classifier concerning completeness to select the most serious
cases at the expense of precision.

For using our method in practice, a thoughtful implementation
study is necessary with inspectors in the lead to optimize their
support. Further, sound and up-to-date technical infrastructure
for data science is indispensable for this approach.

Conclusion
A fully automatic analysis of a complaints database with text
mining techniques may support health care inspectorates in
identifying potential patient safety problems at health care
providers. In particular, a straightforward text classification
approach using the bag-of-words feature representation can be
effective for severity prediction. Using text mining techniques
such as n-grams in the set of provider-specific complaints can
support prioritizing follow-up supervision activities by sorting
complaints based on the severity per organization or per sector.

Acknowledgments
This study was funded by the Dutch organization ZonMw (project 516004614).

Conflicts of Interest
None declared.

References

1. Vincent C, Coulter A. Patient safety: what about the patient? BMJ Qual Saf 2002 Mar;11(1):76-80 [FREE Full text] [doi:
10.1136/qhc.11.1.76]

2. Maramba ID, Davey A, Elliott MN, Roberts M, Roland M, Brown F, et al. Web-based textual analysis of free-text patient
experience comments from a survey in primary care. JMIR Med Inform 2015 May 06;3(2):e20 [FREE Full text] [doi:
10.2196/medinform.3783] [Medline: 25947632]

3. Greaves F, Ramirez-Cano D, Millett C, Darzi A, Donaldson L. Use of sentiment analysis for capturing patient experience
from free-text comments posted online. J Med Internet Res 2013;15(11):e239 [FREE Full text] [doi: 10.2196/jmir.2721]
[Medline: 24184993]

4. Rivas R, Montazeri N, Le NX, Hristidis V. Automatic classification of online doctor reviews: evaluation of text classifier
algorithms. J Med Internet Res 2018 Nov;20(11):e11141 [FREE Full text] [doi: 10.2196/11141] [Medline: 30425030]

5. Bismark MM. Relationship between complaints and quality of care in New Zealand: a descriptive analysis of complainants
and non-complainants following adverse events. Qual Saf Health Care 2006 Feb;15(1):17-22. [doi:
10.1136/qshc.2005.015743] [Medline: 16456205]

6. Gillespie A, Reader TW. The Healthcare Complaints Analysis Tool: development and reliability testing of a method for
service monitoring and organisational learning. BMJ Qual Saf 2016 Jan;25(12):937-946. [doi: 10.1136/bmjqs-2015-004596]
[Medline: 26740496]

7. Råberus A, Holmström I, Galvin K, Sundler A. The nature of patient complaints: a resource for healthcare improvements.
Int J Qual Health Care Oct 2019 Aug;31(7):556-562. [doi: 10.1093/intqhc/mzy215] [Medline: 30346537]

8. Bismark M, Spittal M, Gurrin L, Ward M, Studdert D. Identification of doctors at risk of recurrent complaints: a national
study of healthcare complaints in Australia. BMJ Qual Saf 2013 Jul;22:532-540 [FREE Full text] [doi:
10.1136/bmjqs-2012-001691] [Medline: 23576774]

9. Paterson R. Not so random: patient complaints and ‘frequent flier’doctors. Int J Qual Health Care 2013 Apr;22(7):525-527.
[doi: 10.1136/bmjqs-2013-001902] [Medline: 30346537]

10. Spittal MJ, Bismark MM, Studdert DM. The PRONE score: an algorithm for predicting doctors’ risks of formal patient
complaints using routinely collected administrative data. BMJ Qual Saf 2015 Apr 08;24(6):360-368. [doi:
10.1136/bmjqs-2014-003834]

11. Kleefstra SM, Zandbelt LC, Borghans I, de Haes HJ, Kool RB. Investigating the Potential Contribution of Patient Rating
Sites to Hospital Supervision: Exploratory Results From an Interview Study in the Netherlands. J Med Internet Res 2016
Jul;18(7):e201 [FREE Full text] [doi: 10.2196/jmir.5552] [Medline: 27439392]

12. Kool RB, Kleefstra SM, Borghans I, Atsma F, van de Belt TH. Influence of intensified supervision by health care inspectorates
on online patient ratings of hospitals: a multilevel study of more than 43,000 online ratings. J Med Internet Res 2016
Jul;18(7):e198 [FREE Full text] [doi: 10.2196/jmir.5884] [Medline: 27421302]

J Med Internet Res 2021 | vol. 23 | iss. 7 | e19064 | p. 7https://www.jmir.org/2021/7/e19064
(page number not for citation purposes)

Hendrickx et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://qualitysafety.bmj.com/content/11/1/76
http://dx.doi.org/10.1136/qhc.11.1.76
https://medinform.jmir.org/2015/2/e20/
http://dx.doi.org/10.2196/medinform.3783
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=25947632&dopt=Abstract
http://www.jmir.org/2013/11/e239/
http://dx.doi.org/10.2196/jmir.2721
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=24184993&dopt=Abstract
http://www.jmir.org/2018/11/e11141/
http://dx.doi.org/10.2196/11141
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30425030&dopt=Abstract
http://dx.doi.org/10.1136/qshc.2005.015743
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=16456205&dopt=Abstract
http://dx.doi.org/10.1136/bmjqs-2015-004596
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=26740496&dopt=Abstract
http://dx.doi.org/10.1093/intqhc/mzy215
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30346537&dopt=Abstract
http://qualitysafety.bmj.com/lookup/pmidlookup?view=long&pmid=23576774
http://dx.doi.org/10.1136/bmjqs-2012-001691
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=23576774&dopt=Abstract
http://dx.doi.org/10.1136/bmjqs-2013-001902
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30346537&dopt=Abstract
http://dx.doi.org/10.1136/bmjqs-2014-003834
https://www.jmir.org/2016/7/e201/
http://dx.doi.org/10.2196/jmir.5552
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27439392&dopt=Abstract
https://www.jmir.org/2016/7/e198/
http://dx.doi.org/10.2196/jmir.5884
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=27421302&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/


13. LMZ. Klachtbeeld 2018. Utrecht, Netherlands: Inspectie Gezondheidszorg en Jeugd; May 2019.
14. Zhai C, Massung S. Text Data Management and Analysis: A Practical Introduction to Information Retrieval and Text

Mining. San Rafael, California: Association for Computing Machinery and Morgan & Claypool; 2016.
15. van Gompel M, Hendrickx I. LaMachine: A meta-distribution for NLP software. In: Selected papers from the CLARIN

Annual Conference 2018. Linköping: Linköping University Electronic Press; 2018 Presented at: CLARIN Annual Conference;
October 8-10, 2018; Pisa p. 214-226.

16. Narayanan A, Shmatikov V. Myths and fallacies of "personally identifiable information". Commun. ACM 2010
Jun;53(6):24-26. [doi: 10.1145/1743546.1743558]

17. Gillespie A, Reader TW. Patient-centered insights: using health care complaints to reveal hot spots and blind spots in quality
and safety. Milbank Q 2018 Sep;96(3):530-567. [doi: 10.1111/1468-0009.12338]

18. Pennebaker J, Booth R, Francis M. Operator’s Manual Linguistic Inquiry and Word Count: LIWC2007. Austin, Texas:
LIWC.net; 2007.

19. Tausczik YR, Pennebaker JW. The psychological meaning of words: LIWC and computerized text analysis methods. J
Lang Soc Psychol 2009 Dec;29(1):24-54. [doi: 10.1177/0261927x09351676]

20. Zijlstra H, van Middendorp H, van Meerveld T, Geenen R. Validiteit van de Nederlandse versie van de linguistic inquiry
and word count (LIWC). NETP 2018 Aug;60(3):50-58. [doi: 10.1007/bf03062342]

21. Firth J. Reprinted in: Palmer, F. R. Selected Papers of J. R. Firth. In: A Synopsis of Linguistic Theory 1930-1955. London:
Longmans; 1968.

22. Mikolov T, Sutskever I, Chen K, Corrado G, Dean J. Distributed representations of words and phrases and their
compositionality. 2013 Presented at: NIPS'13:Proceedings of the 26th International Conference on Neural Information
Processing Systems; December 05, 2013; Nevada p. 3111-3119.

23. Pander MH, Kraf R, van den Bosch A, Dekker N, van Gompel M, Kleijn S. T-Scan: a new tool for analyzing Dutch text.
Computational Linguistics in the Netherlands Journal 2014;4:53-74.

24. De Smet T, Daelemans W. Vreselijk mooi!(terribly beautiful): A subjectivity lexicon for Dutch adjectives. Instanbul:
European Language Resources Association (ELRA); 2012 Presented at: The Eighth International Conference on Language
Resources and Evaluation (LREC'12); May 2012; Istanbul p. 3568-3572.

25. Wolpert D, Macready W. No free lunch theorems for optimization. IEEE Trans Evol Computat 1997;1(1):67-82. [doi:
10.1109/4235.585893]

26. Chawla NV, Japkowicz N, Kotcz A. Editorial:special issue on learning from imbalanced data sets. ACM SIGKDD
Explorations Newsletter 2004 Jun;6(1):1-6. [doi: 10.1145/1007730.1007733]

27. van Rijsbergen CJ. Information Retrieval. London: Buttersworth; 1979.
28. Ribeiro FN, Araújo M, Gonçalves P, André Gonçalves M, Benevenuto F. SentiBench - a benchmark comparison of

state-of-the-practice sentiment analysis methods. EPJ Data Sci 2016 Jul;5(1):1-29. [doi: 10.1140/epjds/s13688-016-0085-1]
29. James T, Calderon E, Cook D. Exploring patient perceptions of healthcare service quality through analysis of unstructured

feedback. Expert Syst Appl 2017 Apr;71:479-492 [FREE Full text] [doi: 10.1016/j.eswa.2016.11.004]
30. Doing-Harris KM, Mowery DL, Daniels C, Chapman WW, Conway M. Understanding patient satisfaction with received

healthcare services: a natural language processing approach. AMIA Annu Symp Proc 2016:524-533 [FREE Full text]
[Medline: 28269848]

31. Brereton EJ, Matlock DD, Fitzgerald M, Venechuk G, Knoepke C, Allen LA, et al. Content analysis of negative online
reviews of hospice agencies in the United States. JAMA Netw Open 2020 Feb;3(2):e1921130. [doi:
10.1001/jamanetworkopen.2019.21130]

32. Li J, Liu M, Li X, Liu X, Liu J. Developing embedded taxonomy and mining patients' interests from web-based physician
reviews: mixed-methods approach. J Med Internet Res 2018 Aug;20(8):e254 [FREE Full text] [doi: 10.2196/jmir.8868]
[Medline: 30115610]

33. Desmet B. Finding the online cry for help,automatic text classification for suicide prevention. In: PhD Thesis. Ghent: Ghent
University; 2014.

34. Griffiths A, Leaver MP. Wisdom of patients: predicting the quality of care using aggregated patient feedback. BMJ Qual
Saf 2018 Feb;27(2):110-118 [FREE Full text] [doi: 10.1136/bmjqs-2017-006847] [Medline: 28971881]

35. Wallenburg I, Kok J, Bal R. Omgaan met Soft Signals in het Toezicht: Signaleren, Interpreteren en Duiden van Risico's in
de Zorg door de IGJ. Rotterdam: Erasmus University Rotterdam; Feb 2019.

36. van Gompel M. LaMachine software distribution. URL: https://proycon.github.io/LaMachine/ [accessed 2021-01-05]

Abbreviations
AUC-ROC: area under the curve-receiver operating characteristics
FN: false negative
FP: false positive
HCAT: Healthcare Complaints Analysis Tool
k-nn: k-nearest neighbor

J Med Internet Res 2021 | vol. 23 | iss. 7 | e19064 | p. 8https://www.jmir.org/2021/7/e19064
(page number not for citation purposes)

Hendrickx et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

http://dx.doi.org/10.1145/1743546.1743558
http://dx.doi.org/10.1111/1468-0009.12338
http://dx.doi.org/10.1177/0261927x09351676
http://dx.doi.org/10.1007/bf03062342
http://dx.doi.org/10.1109/4235.585893
http://dx.doi.org/10.1145/1007730.1007733
http://dx.doi.org/10.1140/epjds/s13688-016-0085-1
https://doi.org/10.1016/j.eswa.2016.11.004
http://dx.doi.org/10.1016/j.eswa.2016.11.004
http://europepmc.org/abstract/MED/28269848
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28269848&dopt=Abstract
http://dx.doi.org/10.1001/jamanetworkopen.2019.21130
https://www.jmir.org/2018/8/e254/
http://dx.doi.org/10.2196/jmir.8868
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=30115610&dopt=Abstract
http://qualitysafety.bmj.com/lookup/pmidlookup?view=long&pmid=28971881
http://dx.doi.org/10.1136/bmjqs-2017-006847
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=28971881&dopt=Abstract
https://proycon.github.io/LaMachine/
http://www.w3.org/Style/XSL
http://www.renderx.com/


LIWC: Linguistic Inquiry and Word Count
NHS: National Health Service
SVM: support vector machine
TN: true negative
TP: true positive

Edited by R Kukafka; submitted 02.04.20; peer-reviewed by R Boumans, S McLennan; comments to author 12.06.20; revised version
received 31.08.20; accepted 13.05.21; published 27.07.21

Please cite as:
Hendrickx I, Voets T, van Dyk P, Kool RB
Using Text Mining Techniques to Identify Health Care Providers With Patient Safety Problems: Exploratory Study
J Med Internet Res 2021;23(7):e19064
URL: https://www.jmir.org/2021/7/e19064
doi: 10.2196/19064
PMID: 34313604

©Iris Hendrickx, Tim Voets, Pieter van Dyk, Rudolf B Kool. Originally published in the Journal of Medical Internet Research
(https://www.jmir.org), 27.07.2021. This is an open-access article distributed under the terms of the Creative Commons Attribution
License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete
bibliographic information, a link to the original publication on https://www.jmir.org/, as well as this copyright and license
information must be included.

J Med Internet Res 2021 | vol. 23 | iss. 7 | e19064 | p. 9https://www.jmir.org/2021/7/e19064
(page number not for citation purposes)

Hendrickx et alJOURNAL OF MEDICAL INTERNET RESEARCH

XSL•FO
RenderX

https://www.jmir.org/2021/7/e19064
http://dx.doi.org/10.2196/19064
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?cmd=Retrieve&db=PubMed&list_uids=34313604&dopt=Abstract
http://www.w3.org/Style/XSL
http://www.renderx.com/

